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Abstract

This blueprint consists of an adaptation of Maryna Viazovska’s Fields Medal-winning paper
proving that no packing of unit balls in Euclidean space R® has density greater than that of the

Es-lattice packing. We recommend that you look at this webpage for the latest version.

This formalisation project was kickstarted at EPFL by Maryna Viazovska and Sidharth Har-
iharan, and the contents of this blueprint were originally written by Maryna Viazovska on the
suggestion of Kevin Buzzard. It is being updated and restructured by those involved in the for-
malisation effort, namely, Sidharth Hariharan, Gareth Ma, Seewoo Lee and Christopher Birkbeck.
Those involved in the effort express their sincere gratitude to Kevin Buzzard, Utensil Song, Bhavik

Mehta, Patrick Massot, Yaél Dillies, and everyone in the Lean Community for their support.
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1 Sphere packings

The Sphere Packing problem is a classic optimisation problem with widespread applications that go
well beyond mathematics. The task is to determine the “densest” possible arrangement of spheres in

a given space. It remains unsolved in all but finitely many dimensions.

It was famously determined, in [12], that the optimal arrangement in R® is given by the Fg lattice.
The result is strongly dependent on the Cohn-Elkies linear programming bound (Theorem 3.1 in [3]),
which, if a R? — R function satisfying certain conditions exists, bounds the optimal density of sphere
packings in R? in terms of it. The proof in [12] uses the theory of modular forms to construct a
function that can be used to bound the density of all sphere packings in R® above by the density of
the Fg lattice packing. This then allows us to conclude that no packing in R® can be denser than the

Ej lattice packing.

1.1 The Setup

This subsection gives an overview for the setup of the problem, both informally and in Lean. Through-
out this blueprint, R% will denote the Euclidean vector space equipped with distance || - || and Lebesgue
measure Vol(+). For any x € R? and r € Rs, we denote by By(z,r) the open ball in R? with center
x and radius . While we will give a more formal definition of a sphere packing below (and in Lean),
the underlying idea is that it is a union of balls of equal radius centred at points that are far enough

from each other that the balls do not overlap.

Arguably the most important definition in this subsection is that of packing density, which measures
which portion of d-dimensional Euclidean space is covered by a given sphere packing. Taking the
supremum over all packings gives what we refer to as the sphere packing constant, which is the

quantity we are interested in optimising.

Definition 1.1. Given a set X C R? and a real number r > 0 (known as the separation radius) such
that ||z — y|| > r for all distinct x,y € X, we define the sphere packing P(X) with centres at X to be

the union of all open balls of radius r centred at points in X :

P(X) = U By(z,r)

rzeX

Remark 1.2. Note that a sphere packing is uniquely defined from a given set of centres (which, in
order to be a valid set of centres, must admit a corresponding separation radius). Therefore, as a
conscious choice during the formalisation process, we will define everything that depends on sphere
packings in terms of SpherePacking, a structure that bundles all the identifying information of

a packing, but not the actual balls themselves. For the purposes of this blueprint, however, we will



refrain from making this distinction.

We now define a notion of density for bounded regions of space by considering the density inside balls

of finite radius.

Definition 1.3. The finite density of a packing P is defined as

_ Vol(P N By(0, R))
Ap(R) = Vol(B4(0,R))

R > 0.

As intuitive as it seems to take the density of a packing to be the limit of the finite densities as the
radius of the ball goes to infinity, it is not immediately clear that this limit exists. Therefore, we

define the density of a sphere packing as a limit superior instead.

Definition 1.4. We define the density of a packing P as the limit superior

Ap :=limsup Ap(R).

R—o00

We may now define the sphere packing constant, the quantity that the sphere packing problem requires

us to compute.

Definition 1.5. The sphere packing constant is defined as supremum of packing densities over all
possible packings:
Ag:= sup Ap.

PCR?

sphere packing

1.2 Scaling Sphere Packings

Given that the problem involves the arrangement of balls in space, it is intuitive not to worry about
the radius of the balls (so long as they are all equal to each other). However, Definition 1.1 involves a
choice of separation radius. In principle, we would want two sphere packing configurations that differ
only in separation radii to ‘encode the same information’ In this brief subsection, we will describe
how to change the separation radius of a sphere packing by scaling the packing by a positive real
number and prove that this does not affect its density. This will give us the freedom to choose any

separation radius we like when attempting to define the optimal sphere packing in R¢.

Definition 1.6. Given a sphere packing P(X) with separation radius v, we defined the scaled packing
with respect to a real number ¢ > 0 to be the packing P(cX), where ¢cX = {cx € V |z € X} has

separation radius cr.



Lemma 1.7. Let P(X) be a sphere packing and ¢ a positive real number. Then, for all R > 0,

Apcx)(cR) = Ap(x)(R).

Proof. The proof follows by direct computation:

_ Vol(P(cX) N By(0,cR)) ¢ Vol(P(X) N By(0, R))

Ap(ex) () Vol(Ba(0,cR)  ¢?-Vol(Ba(0, R))

= Ap(x)(R)

where the second equality follows from applying the fact that scaling a (measurable) set by a factor of

¢ scales its volume by a factor of ¢ to the fact that P(cX) N By(0,cR) = ¢- (P(X) N By(0,cR)). O

Lemma 1.8. Let P(X) be a sphere packing and ¢ a positive real number. Then, the density of the
scaled packing P(cX) is equal to the density of the original packing P(X).

Proof. One can show, using relatively unsophisticated real analysis, that

limsup Ap(.x)(R) = limsup Ap(.x)(cR)

R—o0 cR—o0

Lemma 1.7 tells us that Ap.x)(cR) = Ap(x)(R) for every R > 0. Therefore,

limsup Ap(.x)(cR) = limsup Ap(x)(R) = limsup Apx)(R)

cR—o0 cR—o00 R—o0

where the second equality is the result of a similar change of variables to the one done above. O

Therefore, as expected, we do not need to worry about the separation radius when constructing sphere
packings. This will be useful when we attempt to construct the optimal sphere packing in R®—and
even more so when attempting to formalise this construction—because the underlying structure of

the packing is given by a set known as the Fg lattice, which has separation radius v/2.

We can also use Lemma 1.8 to simplify the computation of the sphere packing constant by taking the

supremum not over all sphere packings but only over those with density 1.

Lemma 1.9.
Ay = sup Ap
PCR?
sphere packing
sep. rad.=1
Proof. That the supremum over packings of unit density is at most the sphere packing constant is

obvious. For the reverse inequality, let P(X) be any sphere packing with separation radius r. We

know, from Lemma 1.8, that the density of P(X) is equal to that of the scaled packing P(%) Since



the scaled packing has separation radius 1, its density is naturally at most the supremum over all

packings of unit density, meaning that the same is true of P(X). O

1.3 Lattices and Periodic packings

We begin by defining what a lattice is in Euclidean space.

Definition 1.10. We say that an additive subgroup A < R% is a lattice if it is discrete and its R-span

contains all the elements of RY.

There is also a corresponding dual notion, which will become relevant when we start doing Fourier

analysis on functions over lattices.

Definition 1.11. The dual lattice of a lattice A is the set

A ={veR? |Vl eA, (v eZ}

As one might expect,

Theorem 1.12. The dual of a lattice is also a lattice.

Proof. Let A be a lattice and A* its dual. We need to show three things: that A* is an additive
subgroup of R%; that A* is discrete; and that the R-span of A* contains all of R¢.

It is easy enough to see that A* is an additive subgroup of R?: it clearly contains the zero vector
(whose inner-product with any vector is zero), and is closed under addition and negation because the

inner-product is bilinear and Z is closed under addition and negation. O

Definition 1.13. We say that a sphere packing P(X) is (A-)periodic if there exists a lattice A C R?
such that for allz € X andy € A, x +y € X (ie, X is A-periodic).

There is a natural definition of density for periodic sphere packings, namely the “local” density of
balls in a fundamental domain. However, a priori the density of sphere packing above need not to

coincide with this alternative definition. In Theorem 2.5, we will prove that this is the case.

Now that we have simplified the process of computing the packing densities of specific packings, we
can simplify that of computing the sphere packing constant. It turns out that once again, periodicity

is key.



Definition 1.14. The periodic sphere packing constant is defined to be

periodic ,__
Aj = sup Ap

PCR?
periodic packing

Theorem 1.15. For all d, the periodic sphere packing constant in R? is equal to the sphere packing

constant in RY.

Proof. State this in Lean (ready). Fill in proof here (see [3, Appendix A]) O

Thus, one can show a sphere packing to be optimal by showing its density to be equal to the periodic
sphere packing constant instead of the regular sphere packing constant. The determination of the
periodic constant is easier than that of the general constant, as we shall see when investigating the

Linear Programming bounds derived by Cohn and Elkies in [3].

1.4 Main Result

With the terminologies above, we can state the main theorem of this project.

4

Theorem 1.16. All periodic packing P C R® has density satisfying Ap < Ap, = 351, the density of
the Eg sphere packing (see Definition 3.9).

Proof. Directly follows from Theorem 5.1 applied to the function f(z) = g(2/v/2) of Theorem 5.2. [

Corollary 1.17. All packing P C R® has density satisfying Ap < Ap,.

Proof. This is a direct consequence of Theorem Theorem 1.15 and Theorem 1.16. O

Corollary 1.18. Ag = Ag,.

Proof. By definition, Ap, < Ag, while Corollary 1.17 shows Ag = sup,,cxing » < Apy, and the result
follows. O



2 Density of packings

The definition of density given in Section 1 is inconvenient to work with, especially when our packing

is a structured one, such as a periodic/lattice packing. This section fixes this problem.

Note that some of the proofs in this section have only been sketched. The finer details are formalised

in Lean.

Observe that the finite density evaluated at some R > 0 measures the density of sphere packings
within a bounded, open ball of radius R. As one might expect, there is a relationship between the

finite density and the number of centers in the ball of radius R.

Lemma 2.1. For any R > 0,

ry|. Vol (Ba(5)) ry|. Vol (Ba(3))
X8 (R=D)| il < Ap(R) <X By (R+5)| o ipri
xnBi(R-3) VolBa(R)) = ~PB)= 1(R+3) Vol(B4(R))
Proof. The high level idea is to prove that PNBg(R) = (U,ex Ba (2. 5)) € Uzexde(RJr%) Bq(z,%),
and a similar inequality for the upper bound. The rest follows by rearranging and using the fact that

the balls are pairwise disjoint. O

Suppose further that X is a periodic packing w.r.t. the lattice A C R? Let D be a (bounded)
fundamental region of A, say the parallelopiped [0,1]"A, and let L be the bound on the norm of

vectors in D, i.e. a number satisfying Vx € D, ||z|| < L.

Lemma 2.2. For all R, we have the following inequality relating the number of lattice points from A

in a ball with the volume of the ball and the fundamental region D:

Vol(B4(R — L))
Vol(D)

Vol(By(R+ L))

< [ANBy(R)| < Vol(D)

Proof. For the first inequality, it suffices to prove that By(R — L) C UzeAde(R)(aj + D), since the
cosets on the right are disjoint. For a vector v € B4(R — L), we have ||v|| < R — L by definition. Since
D is a fundamental domain, there exists a lattice point & € A such that v € x + D. Rearranging gives
v —x € D, which means ||v — z|| < L. By the triangle inequality, ||z|| < R, i.e. € Bg(L), concluding
the proof.

For the second inequality, we prove that U,canp,r)(z + P) € Ba(R + L). Consider a vector = €
AN By(R) and a vector y € z + D. From above, we know ||z|| < R and ||y —z| < L, so ||y|| < R+ L,
concluding the proof. O



To link Lemma 2.1 and Lemma 2.2, we need a lemma relating |A N B| with | X N B|, which is what the

following lemma does:

Lemma 2.3. For all R, we have the following inequality relating the number of points from X (periodic

w.r.t. A) in a ball with the number of points from A:
[ANBy(R—L)||X/A| < | X NBy(R)| <|ANBa(R+ L)| | X/A|

Proof. For the first inequality, we notice that J,cxnp,(r—r)(@ + D) € Ba(R), because for € AN
B4y(R—L)and y € x+ D, we have ||z|| < R— L and ||y — z|| < L, so ||y|| < R by triangle inequailty.
Intersecting both sides with X and simplifying, we have

U @+p)|nx= U (@+D)nX)CBy(R)NX
z€ANBy(R—L) z€ANBy(R—L)

Consider the (finite) cardinality on both sides and noting that |(x +D) N X| = | X/A| for all z, we see
that |ANBy(R — L)||X/A| < |X NBi(R)|, as desired.

The proof of the second inequality is similar. We again observe that Ba(R) € U,enns,(rt1) (@ + D),
which follows from the tiling property of fundamental domain (i.e. every point can be translated by
a A lattice point into D). Intersecting both sides with X and considering cardinality of both sides

concludes the proof.

There are several technicalities when formalising in Lean, such as having to prove |A N By(R)| is

countable and finite. Those are handled at aux3. O

When we combine the inequalities above, we need one additional computational lemma.

Lemma 2.4. For any constant C > 0, we have

Vol(Ba(R))

el S SV
Ro0 Vol(B4(R + C))

Proof. Write out the formula for volume of a ball and simplify. More specifically, we have Vol(B4(R)) =
d
Rixd/2 T (4 4+ 1), s0 Vol(Ba(R))/Vol(Ba(R + C)) = RL/(R+ C)? = (1 - ﬁ) ~ 1. O

Finally, we can relate the density of a periodic sphere packing to the natural definition of density

given by any of its fundamental domain:



Theorem 2.5. For a periodic sphere packing P = P(X) with centers X periodic to the lattice A and

separation r,

Vol(B4(r/2))

Ap = |X/Al- Vol(R?/A)

Proof. Fix any fundamental domain D (induced by any basis) of the lattice A. Combining Lemma 2.1,

Lemma 2.2 and Lemma 2.3, we get the following inequality for the finite density:

Vol(Bqy(r/2)) Vol(By(R —r/2—2L))
Vol(R4/A) Vol(B4(R))

Vol(Ba(r/2)) Vol(By(R+r/2+2L))

|X /Al Vol(R4/A) Vol(Ba(R))

< Ap(R) < |X/A[

Taking limit on both sides as R — oo and apply the Sandwich theorem and Lemma 2.4, we get

Vol(By(r/2))

Ap = limsup Ap(R) = Rli_r>noo Ap(R) = |X/A|- Vol(R4/A)

R—o0

10



3 The Ejg lattice

3.1 Definitions of Fg lattice

There are several equivalent definitions of the Eg lattice. Below, we formalise two of them, and prove

they are equivalent.

Definition 3.1. (Es-lattice, Definition 1)We define the Es-lattice (as a subset of R®) to be

8
As ={(z;) € ZPU(Z + 3)?| le =0 (mod 2)}.
i=1

Definition 3.2. (Es-lattice, Definition 2)We define the Eg basis vectors to be the set of vectors

(1] [o] [o] [o] To] fo] [-12] [o]
1| |1 0 0 o| |o] [-1/2] |0
o |-1] |1 0 ol [ol |-1/2] |o
5 - 0’07—1,1’0’0,—1/270
0 0 o [-1] [ 1] |o] |-1/2| |0
0 0 0 0 i |1 |-1/2] |1
0 0 0 0 ol |1 |-1/2] |-1
0 o] [o] [o] [o] [o] [-1/2] [0

Theorem 3.3. The two definitions above coincide, i.e. Ag = spany(Bs).

Proof. We prove each side contains the other side.

For a vector 7 € Ag C R®, we have >, ¥; = 0 (mod 2) and @; being either all integers or all half-
integers. After some modulo arithmetic, it can be seen that Bg 1% as integer coordinates (i.e. it is

congruent to 0 modulo 1). Hence, ¥ € spany(Bsg).

For the opposite direction, we write the vector as 7 =Y, ¢; B4 € spany(Bs) with ¢; being integers and
B{ being the i-th basis vector. Expanding the definition then gives 7 = (01 — %07, —c1 4+ co — %07, cee —%07).
Again, after some modulo arithmetic, it can be seen that ), @; is indeed 0 modulo 2 and are all either

integers and half-integers, concluding the proof.

(Note: this proof doesn’t depend on that By is linearly independent.) O

11



3.2 Basic Properties of Eg lattice

In this section, we establish basic properties of the Eg lattice and the Bg vectors.

Lemma 3.4. By is a R-basis of R8.

Proof. Tt suffices to prove that Bs € GLg(R). We prove this by explicitly defining the inverse matrix
Bg ! and proving BsBg ! = Is, which implies that det(Bg) is nonzero. See the Lean code for more
details., O
Lemma 3.5. Ag is an additive subgroup of R3.

Proof. Trivially follows from that Ag C R® is the Z-span of Bg and hence an additive group. O
Lemma 3.6. All vectors in Ag have norm of the form \/2n, where n is a nonnegative inteeger.
Proof. Writing ¢ = >, ¢; B, we have ||v|> = 3, > cicj(Bs - BS). Computing all 64 pairs of dot
products and simplifying, we get a massive term that is a quadratic form in ¢; with even integer

coefficients, concluding the proof. O

Lemma 3.7. cAg is discrete, i.e. that the subspace topology induced by its inclusion into R® is the

discrete topology.

Proof. Since Ag is a topological group and + is continuous, it suffices to prove that {0} is open in Asg.
This follows from the fact that there is an open ball B(\/i) C R® around it containing no other lattice
points, since the shortest nonzero vector has norm /2. O

Lemma 3.8. cAg is a Z-lattice, i.e. it is discrete and spans R® over R.

Proof. The first part is by Lemma 3.7, and the second part follows from that Bg is a basis (Lemma 3.4)

and hence linearly independent over R. O
Prove Ejg is unimodular. Prove Ejy is positive-definite.

3.3 The FEs sphere packing

Definition 3.9. The Eg sphere packing is the (periodic) sphere packing with separation \/2, whose

set of centres is Ag.

12



Lemma 3.10. Vol(Ag) = Covol(R8/Ag) = 1.

Proof. In theory this should follow directly from det(Ag) = 1, but Lean hates me and
EuclideanSpace is being annoying. O

Theorem 3.11. We have Ap(p,) = %.

Vol( Bs (v2/2)) -

Proof. By Theorem 2.5, we have Ap g, = |Eg/FEs| - Covol(Bs)~ = 381 where the last equality

follows from Lemma 3.10 and the formula for volume of a ball: Vol(B4(R)) = R4r%/?/T' (4 +1). O

13



4 Facts from Fourier analysis

Recall the definition of a Fourier transform.

Definition 4.1. The Fourier transform of an L'-function f : R* — C is defined as

FO) = Fw) = [ e an, yeRre

where (z,y) = $||lz||* + |lyl|* — ||z — y||? is the standard scalar product in RY.
The following computational result will be of use later on.

Lemma 4.2.

]_-(emnzu%)(y) — 4 omillyl? ()
Proof. Fill in proof. O

Of great interest to us will be a specific family of functions, known as Schwartz Functions. The Fourier
transform behaves particularly well when acting on Schwartz functions. We elaborate in the following

subsections.

4.1 On Schwartz Functions

Definition 4.3. A C* function f : R? — C is called a Schwartz function if it decays to zero as
|z|| = oo faster then any inverse power of ||z||, and the same holds for all partial derivatives of f, ie,
if for all k,n € N, there exists a constant C € R such that for all z € R?, ||z||* - Hf(”)(m)H < C, where
™) denotes the n-th derivative of f considered along with the appropriate operator norm. The set of

all Schwartz functions from R? to C is called the Schwartz space. It is an R-vector space.

Lemma 4.4. The Fourier transform is a continuous, linear automorphism of the space of Schwartz

functions.

Proof. We do not elaborate here as the result already exists in Mathlib. We do, however, mention
that the Lean implementation defines a continuous linear equivalence on the Schwartz space using
the Fourier transform (see SchwartzMap.fourierTransformCLM). The ‘proof’ that for any Schwartz
function f, its Fourier transform and its image under this continuous linear equivalence are, indeed,
the same R? — R function, is stated in Mathlib solely for the purpose of rw and simp tactics, and is

proven simply by rfl. O

14



Another reason we are interested in Schwartz Functions is that they behave well under infinite sums.

This will be useful to us when proving the Cohn-Elkies linear programming bound.

4.2 On the Summability of Schwartz Functions

We begin by stating a general summability result over specific subsets of R%.

Lemma 4.5. Let X C R? be a set of sphere packing centres of separation 1 that is periodic with some

lattice A C R%. Then, there exists k € N sufficiently large such that

1
> <o
rxeX ||J?||

Proof. First, note that it does not matter how we number the (countably many) elements of the
discrete set X: if we prove absolute convergence for one numbering, we prove absolute convergence for
any numbering. The idea will be to bound the sequence of partial sums by considering the volumes of

concentric d-spheres of the appropriate radii (or scaled versions of a 0-centred fundamental domain).

Finish!

The decaying property of Schwartz functions means that they can be compared to the absolutely

convergent power series above.

Lemma 4.6. Let f : RY — C be a Schwartz function and let X C R? be periodic with respect to some
lattice A C R%. Then,

Do 1f(@)] < oe.

rzeX
Proof. Without loss of generality, assume that 0 ¢ X: if 0 € X, then we can add the f(0) term to the
sum over nonzero elements of X, which, if the sum over the nonzero elements converges absolutely,
will be equal to the sum over all of X. Now, we know that for all £k € N, there exists some constant

C such that |f(z)| < C||z| " for all z € RY. Choosing k to be sufficiently large, we see that

Z|f<x>|szol,€=cznk<oo

2eX rex 12 sex [l

We end with a crucial result on Schwartz functions, the statement of which only makes sense because

of the above result.

15



Theorem 4.7 (Poisson summation formula). Let A be a lattice in R?, and let f : RY — R be a

Schwartz function. Then, for all v € RY,

1 Iy —Trz(vm)
S ftv) = TR Xif 2

LeA
Proof. Fill in proof. O
While the Poisson Summation Formula over lattices can be stated in greater generality (and probably

should be formalised as such in Mathlib due to the many applications it admits), we stick with

Schwartz functions because that should be sufficient for our purposes.

16



5 Cohn-Elkies linear programming bounds

In 2003 Cohn and Elkies [3] developed linear programming bounds that apply directly to sphere

packings. The goal of this section is to formalize the Cohn—Elkies linear programming bound.

The following theorem is the key result of [3]. (The original theorem is stated for a class of functions

more general then Schwartz functions)

Theorem 5.1. (Cohn-Elkies [3]) Suppose that f : R — R is a Schwartz function that is not

identically zero and satisfies the following conditions:
f(z) <0 for|lz| =1 (1)

and

f(m) >0 for all z € RY. (2)

Then the density of d-dimensional sphere packings is bounded above by

~

(0)

T vol(B4(0,1/2)).

Kﬁ)‘

Proof. Here we reproduce the proof given in [3]. We will first prove the theorem for periodic packings.

Let X C R? be a discrete subset such that ||z — y|| > 1 for any distinct z,y € X. Suppose that X is

A-periodic with respect to some lattice A C R<.

The inequality

HX/N) - FO) 2> > fla—y= > Y. > fla—y+1) (3)

zeX yeX/A zeX/ANyeX/ALEA

follows from the condition (1) of the theorem and the assumption on the distances between points in

X. The equality

Y Y Sseovti= XY gy X fméne

TEX/AyEX/A LEA zEX/AyEX/A A

follows from the Poisson summation formula. The right hand side of the above equation can be written

as

Z Z VO] Rd/A Z 27rim(x7y) — VOI Rd/A Z Z e2mima 2.

zeX/AyeX/A EA* EA* z€X/A

Note that | 35, ¢y /p €7 ‘2 > 0 for all m € A*. Moreover, the term corresponding to m = 0 satisfies

17



| Y ex/a 62’”'09”|2 = #(X/A)%. Now we use the condition (2) and estimate

2mim(z—y 2 X/A ? I
vol Rd/A > fmy-| 30 ey Zvi(l(xéd/)zx)'f (0)- )

meA* zeX/A
Comparing inequalities (3) and (4) we arrive at

sX/A) _ f(0)

=

vol(Rd/A) 0)

Now we see that the density of the periodic packing Px with balls of radius 1/2 is bounded by

HX/N)
vol(R?4/A)

~

0
0

~

vol(B4(0,1/2)) < vol(B4(0,1/2)).

>\

A(Px) =

~
~—

This finishes the proof of the theorem for periodic packings. Theorem 1.15 implies the desired result

for arbitrary packings. O

The main step in our proof of Theorem 1.16 is the explicit construction of an optimal function. It

will be convenient for us to scale this function by v/2.

Theorem 5.2. There ezists a radial Schwartz function g : R® — R which satisfies:

g(x) <0 for ||z]| > V2 (5)
G(x) >0 for all z € R® (6)
9(0) =3(0) = 1. (7)

Theorem 5.1 applied to the optimal function f(x) = g(z/+/2) immediately implies Theorem 1.16.

18



6 Modular forms

In this section, we recall and develop some theory of (quasi)modular forms.

6.1 Modular forms and examples

Let $ be the upper half-plane {z € C | S(z) > 0}.

Lemma 6.1. The modular group T'y := SLy(Z) acts on $ by linear fractional transformations

ab _az+b
(cd)z'_ CZ+d.

Let N be a positive integer.

Definition 6.2. The level N principal congruence subgroup of I'y is

P(V) = {(23) €[ (24) = (§1) mod N}

Definition 6.3. A subgroup I' C I'y is called a congruence subgroup if I'(N) C I" for some N € N.

Definition 6.4. Define the matrices

0 1 1 1 2 1 0
S = EFl,T: €F1,a: EFQCFl,ﬂ: el's CTIy.
0 0 1 2

It is easily verifiable that o = T? and B = —Sa~ 'S = —ST28.

The following two lemmas tell us the group structure of I'(1) = I'y and I'(2), which we will use later

on to define the theta forms.

Lemma 6.5. We have T'(1) = (S, T, —1I).
Proof. See [4, Exercise 1.1.1]. O
Lemma 6.6. We have I'(2) = {(a, 5, —1I).
Proof. See [4, Exercise 1.2.4]. O

Let z € $, k € Z, and (‘; 2) € SLy(Z). We omit many of the proofs below when they exist in Mathlib
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already.

Definition 6.7. The automorphy factor of weight k is defined as

Je(z (24)) = (cz+d) 7"

Lemma 6.8. The automorphy factor satisfies the chain rule

Je(z,m72) = Jr(z,m) Jr(v22,71)-

Definition 6.9. Let F be a function on $ and v € SLa(Z). Then the slash operator acts on F' by

(Flk7)(2) := ji(2,7) F(7y2).

Lemma 6.10. The chain rule implies

Flyyiyz = (Fley) ke

In particular, this lemma implies that if I' = (M;);cz, then the slash action F|y is uniquely determined

by the action of generators, i.e. F|M; and F|Mi_1.

Lemma 6.11. For even k, F|,(—I) = F.
Proof. Follows from the definition of the slash operator: (F|(—1))(z) = (—=1)"*F((=1)z) = F(z). O

Definition 6.12. A (holomorphic) modular form of integer weight k and congruence subgroup I' is a

holomorphic function f: $ — C such that:

1. (Slash invariant) f|xy = f for ally €T

2. (Holomorphic atioc) for each v € Ty f|ror has the Fourier expansion f|pa(z) = > 07 cf(o, 2-) e?™ina

for some ny € N and Fourier coefficients cy(a, m) € C.
Definition 6.13. Let My (') be the space of modular forms of weight k and congruence subgroup T'.

Let us consider several examples of modular forms.
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Definition 6.14. For an even integer k > 4 we define the weight k Eisenstein series as

B(s) = Y (td) " (8)

QC(k) (e,d)€72\(0,0)

Lemma 6.15. For all k, Ej, € M(T'1). Especially, we have
1 k
Ey, e 2" Ey(2). (9)

Proof. This follows from the fact that the sum converges absolutely. Now apply slash operator with
v=(973") gives (9). O

Lemma 6.16. The Eisenstein series possesses the Fourier expansion
2 = 2miz
n=1
where op—1(n) = >4, d*=t. In particular, we have

Ey(z) =1+240 Y  o3(n) ™

n=1

Eg¢(z) =1—504 Z o5(n) 2™z,
n=1

The infinite sum (8) does not converge absolutely for £ = 2. On the other hand, the expression (10)
converges to a holomorphic function on the upper half-plane and we will take it as a definition of Fy

(See Definition 6.18 below).
The discriminant form is a unique normalized cusp form of weight 12, which can be defined as:

Definition 6.17. The discriminant form A(z) s given by

A(Z) — 2miz H(l _ e27rinz)24.

n>1

This product formula allows us to prove positivity of A(it) for ¢ > 0 later. But we need to first check

its a modular form. For this we first need some definitions/ results.

We define it as a g-series, which gives a holomorphic function on $.
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Definition 6.18. We set
Ey(2):=1-24) o1(n) ™", (11)
n=1

Lemma 6.19. This function is not modular, however it satisfies
1 67 1
2B, (-) = Ba(z) — 2 -, (12)
z

Proof. This is excercise 1.2.8 of [4].

Definition 6.20. The Dedekind eta function is defined as

n(z)=q¢"* [0 -q"

n>1
2miz

where ¢ = e

Lemma 6.21. The Dedekind eta function transforms as
1 -
0(-3) = V=G

Proof. Cosider the logarithmic derivative of 7, which one can easily see is equal to %Eg. The result

then follows from the transformation of Ej.

See [4, proposition 1.2.5]. O

Lemma 6.22. A(z) € M15(T'1). Especially, we have

A (-i) — 22A(2).

Also, it vanishes at the unique cusp, i.e. it is a cusp form of level T'y and weight 12.
Proof. The fact that it is invariant under translation is clear from the definition, so we only need to

check transformation under S. Now, note that 7?4 = A, and from 6.21 we have n(—1/z) = /—izn(z),
so A(—1/z) = 2'2A(z) as required.

Using this one can now easily check that we have
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Lemma 6.23.

_ az+b 6ic a b
c

Proof. Modularity of A(2) gives (cz + d)“12A(22EL) = A(z) for (24) € I'1, and by differentiating it

cz+d
we get
—uapsf@zZEbN o bic
(cz+d)™ A (chrd) =A'(z) 7ﬂ(cz+d)A(z)'
Now, divide both sides with A(z) proves (13). O

Lemma 6.24. We have
A(z) = (E3 — E2)/1728.

Proof. We only need to show its a cuspform, since once we have this, dividing the rhs by A would

give a modular form of weight 0 which is a constant, and so we can determine the constant easily.

To checke its a cuspform, we just look at the g-expansions of F, and Fg and prove directly that the

first term vanishes.

Corollary 6.25. A(it) > 0 for allt > 0.

Proof. By 6.17, we have
A(it) = e ™ [T (1 —e7?™)** > 0.

n>1

The following nonvanishing result, which directly follows from Definition 6.17, will be used in the

construction of the magic function.

Corollary 6.26. A(z) # 0 for all z € 9.
Proof. This follows from the product formula. O

A key fact in the theory of modular forms is that the spaces M (I") are finite-dimensional. To prove

this we will do use the following non-standard proof. First we have the following result.

Theorem 6.27. Let k € Z with k < 0. Then My(I'y) = {0} and moreover dim My(I'(1)) = 1.
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Proof. The proof makes use of the maximum modulus principle, as its already been formalised we

skipt the details here but see the lean proof for details. O

Theorem 6.28. Let k € Z with k > 0 and even. Then dim My(T'y) = |k/12| if k =2 mod 12 and
dim My (I'y) = |k/12] + 1 if k # 2 mod 12.

Proof. First we note that for 2 < k we have dim(My(T1)) = 1 + dim Sk(T';). This follows since
we know the Fj are in My so by scalling appropriately, any non-cuspform f € M; we would have

f —aFE € Sy for some a.

Next, note that Sk (I'1) is isomorphic to My_12(T'1), since if f € Si then f/A is now a modular form
(using the product expansion of A and its non-vanishing on ) of weight & — 12. Note its important

that f is a cuspform so that the quotient by A is a modular form.

So we only need to know the dimensions of M (T'1) for 0 < k < 12. For k = 0 we have dim My(T;) =1
by Theorem 6.27. For k = 4 we have dim My(I'1) = 1 since if there was a cuspform f of weight 4
then f/A would be a modular form of negative weight, i.e. zero, so f = 0. Similarly for k = 6,8, 10.
For k = 12 we have dim S12(I'1) = 1 since the discriminant form is a cusp form of weight 12 and any
other cusp form of weight 12 would be a scalar multiple of A (since their ratio would be a modular

form of weight 0). So we have dim M;2(I';) = 2.

Finally we need to check that dim M»(I'1) = 0. Firstly, there can’t be any cuspforms here by the same
argument as above. So we need to check that there are no modular forms of weight 2. If we did have
one, call it f then f2 would be a non-cuspform of weight 4 and so f? = aEy, where in fact a = ao(f)?
(since (f? —ao(f)E4) is now a cuspform of weight 4 which means its zero). Similarly, f3 = ao(f)3Es.
But now taking powers to make them weight 12 forms we see that ao(f)%(E; —E2) = 0 = 1728a0(f)%A
but ag(f) # 0 (since its assumed to not be a cuspform), this would mean A = 0 which we know can’t

happen.

Theorem 6.29. Let I' be a congruence subgroup. Then My(T") is finite-dimensional.

Proof. We know that dim(Mj(T'1)) is finite dimensional from the above, now this means that there
is some 7y such that any element of M (I'1) vanishing at infinity to degree > 7, must be zero. Now
take f € My(T') and vanishes to degree n at infinity, then consider F' = [, f [x v where the product
is over a set of representatives of I'y\I'. Then F is a modular form of weight kd where d = [I'y : T

and vanishes at infinity to degree at least n. So if n > ryq then F' = 0 meaning the f = 0. O

24



Corollary 6.30. We have

Another examples of modular forms we would like to consider are theta functions [13, Section 3.1].

Definition 6.31.

For convenience, we use the following notations for the fourth powers of the theta functions.

We define three different theta functions (so called “Thetanullwerte”) as

O2(z) = b10(2 Z emint3)*z
nez

@3( — 900 Z ernn z
nez

@4(2) — 901(2) — Z(_l)n eﬂ-in2z
nez

Definition 6.32. Define

H, =05, H3;=03 Hy=0j.

Note that we only need these fourth powers to define (7.18).

The group I'; is generated by the elements T' =

(1), 8=(5%%),and -1 = (' °) (Lemma 6.5),

and the transformation of functions under I'(2) is determined by that under I'y (by Lemma 6.10). The

following lemma shows how the theta functions (and their powers) transform under the slash action

of these matrices.

Lemma 6.33. These elements act on the theta functions in the following way

H,|S = —

Hy|S = —
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Hy|S = —H, (19)

and

Ho|T = —H, (20)
Hy|T = H,
Hy|T = Hy

Proof. The last three identities easily follow from the definition. For example, (20) follows from

@2(2 + 1) _ Zewi(n+%)2(z+1) _ Z eﬂi(n+%)2em("+%)22

nez nez

_ Z eﬂ-i(n2+n+%)e‘n’i(n+%)2z _ Z(_1)n2+neﬂi/4ewi(n+%)22
neZ nez

= 6‘”/4@2(2’)

and taking 4th power. (17) and (19) are equivalent under z +» —1/z, so it is enough to show (17)
and (18). These identities follow from the identities of the two-variable Jacobi theta function, which

is defined as (be careful for the variables, where we use 7 instead of z)
. . 9
0(277_) _ Z 627T'an+7rzn T
nez

and already formalized by David Loeffler. This function specialize to the theta functions as
Oa(r) = ™ /49(~7/2,7)

O3(7)
@4 (T)

0(0,7)

0(1/2,71)

Possion summation formula gives

and applying the specializations above yield the identities. For example, (19) follows from

1 1 i 1 1
e4<r>=o(,f) = ewe(,—) -1 o, (—1)
2 —iT 2r° T —iT T

and taking 4th power. O
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Using the above identities, we can prove that these are modular forms.

Lemma 6.34. Hs, Hs, and Hy are slash invariant under T'(2), i.e. for ally € T(2) and i € {2,3,4},
we have H;|y = H;|y~! = H;.

Proof. By Lemma 6.6 and Lemma 6.10, it suffices to show that the H; are invariant under slash actions
with respect to «, 8, and —I. Invariance under —I follows from Lemma 6.11. The rest follows from

Lemma 6.10, 6.33, and the matrix identities
a=T% p=-Sa1§=-ST728.
For example, invariance for Hy can be proved by

Hsla = Ho|T? = —Ho|T = H,

Hy|B = Hy|(—Sa™1S) = Hy|(Sa™tS) = —Hy|(a™'S) = —Hy4|S = H,.

Lemma 6.35. For all v € T'y, Hal|ovy, Hslay, and Hy|ay are holomorphic at ioco.

Proof. We want to show that for v € I'y, ||Hz|2v(2)| is bounded as z € H — ioco. Firstly, by
Lemma 6.33, Lemma 6.6 and induction on group elements, we notice that {+Ha, £ H3, £ Hy} is closed
under action by I'y. Hence, it suffices to prove that Hy, H3 and H4 are bounded at ico. Consider

z € H with $(z) > A. We proceed by direct algebraic manipulation:

4
[ Ha(2)]| =

4s(z

S (ri(n+3)"2) (mi(+3)"2))
(e (- (5) 90))| = (e (- (+3) )

neZ neL
Where we prove the final term is convergent by noticing that it equals exp(—7A/4)0(iA/2,iA), which

4

has been shown to converge in Mathlib. The proofs for H3 and Hy are similar (actually easier) and

have been omitted.

It seems the MDifferentiable requirement is missing. O

Lemma 6.36. Hy, Hs, and Hy belong to M3 (T'(2)).
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Proof. From Lemma 6.34 and Lemma 6.35, it remains ot prove that Hy, Hs and H, are holomorphic

on H. fill in proof. O

They have Fourier expansions as follows.

Proposition 6.37. Hs admits a Fourier series of the form

Hy(z) = Z cr, (n)e™n?

n>1

for some cpr,(n) € Rsq, with cx, (1) = 16 and cg,(n) = O(n*) for some k € N.

Proof. We have

Hy(z) = O(2)*

4
_ (Z eﬂ'<n+;>22>

ne”Z
4

— |9 Z erri(n-&-%)zz

n>0

= | 2¢miz/4 4 QZewi(n2+n+%)z
n>1
4

— 16e7riz 1 + Z eﬁi(n2+’n)z

n>1

— 16e7riz + Z cH, (n)eﬂ'inz

n>2

_ Z cH, (n)e‘n'inz'

n>1

Proposition 6.38. Hs admits a Fourier series of the form

Hs(z) = Z e, (n)e™m?

n>0

for some cp,(n) € Rsg with ¢, (0) = 1 and cg,(n) = O(n¥) for some k € N. Especially, Hy is not

cuspidal.
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Proof. We have

4
H3<Z) — @3(2)4 — (Z eﬂin2z> — 1 + 9 Z e7r1',n22 -1 + O(e‘nz’z).

nez n>1

Proposition 6.39. Hy admits a Fourier series of the form

Hy(z) = Z c, (n)e™n?

n>0

for some cp,(n) € R with cg,(0) = 1 and cg,(n) = O(n*) for some k € N. Especially, Hy is not

cuspidal.
We also have a nontrivial relation between these theta functions.
Lemma 6.40. These three theta functions satisfy the Jacobi identity

H2+H4=H3<:>®§+®4:@§. (21)

Proof. Let f = (Hy+ Hy— H3)?. Obviously, f is a modular form of weight 4 and level I'(2). However,

by using the transformation rules of Hs, H3, H4, one have

fls =(—Hy— Hy+ H3)? = f

flr = (=Ho+ Hz — Hy)? = f

so f is actually a modular form of level 1. By considering the limit as z — ico, f is a cusp form, so

we get f =0 from (14). O

These are also related to E4, Fg, and A as follows.

Lemma 6.41. We have

1

Ey = 5(H§ + H2 4+ H?)= H? + HyH, + H? (22)
1 1

Eg = §(H2 + H3)(Hs + Hy)(Hy — Ho) = §(H2 +2H4)(2H2 + Hy)(Hy — H2) (23)

A= HoH3H,)?. 24
256( oH3Hy) (24)

Proof. We can prove these similarly as Lemma 6.40. Right hand sides of (22), (23), and (24) are

all modular forms of level Ty and desired weights, where (24) is a cusp form since Hs is. Now the
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identities follow from the dimension calculations dim My(T'1) = dim Mg(I'y) = dim S12(I') = 1 and

comparing the first nonzero g-coeflicients. O

The strict positivity of Jacobi theta functions might needed later.

Corollary 6.42. All three functions t — Ha(it), Hs(it), Ha(it) are positive for t > 0.

Proof. By Lemma 6.40 and the transformation law (17), it is enough to prove the positivity for ©4(it),

which is clear from its definition:

Oy(it) = Y e T+ 5,

neZ

6.2 Quasimodular forms and derivatives

Morally, quasimodular forms can be thought as modular forms with differentiations. It can be defined
formally as follows: Let f : § — C be a holomorphic function, and let £ and s > 0 be integers. The
function f is a quasimodular form of weight k, level I, and depth s if there exist holomorphic functions

fo,--., fs :  — C such that

cz+d

(Flen)(2) = (cz+ d)F f (az—|— b) _ Zsofj(z) ( . )j

foralle.ﬁandy:(ZZ)EF.

By taking v = ({ ¢), one can check that we should have fy = f. Thus, a quasimodular form of depth 0
is just a modular form of same weight and level. Also, it is easy to see that the space of quasimodular

forms is closed under the normalized derivative.

Definition 6.43. Let F be a quasimodular form. We define the (normalized) derivative of F as

1 d

T 2mide

F' =DF: (25)

D is normalized as in (25) because of the following lemma.

Lemma 6.44. We have an equality of operators D = qdiq. In particular, the q-series of the derivative
of a quasimodular form F(z) =3 <, ang™ is F'(z) = >, 5, nanq".
Proof. Directly follows from the definition (6.43), where 5t Le2minz = pe2minz, O

1
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The most important quasimodular form is the weight 2 Eisenstein series Fs.

Definition 6.45. For k € R, define the weight k Serre derivative Oy of a modular form F as

k
OF :=F — —E,F.
k 12 2

Theorem 6.46. Let F' be a modular form of weight k and level I'. Then, OxF' is a modular form of
weight k + 2 of the same level.

Proof. Let G = 9y F = F' — &5 E,F. It is enough to show that G is invariant under |42 for v € T.
From F € M;(T"), we have

a b
=F(z), 7= el
c d

az+b
cz+d

(Fliy)(2) == (cz +d)~*F <

By taking the derivative of the above equation, we get

az+b
cz+d

(2)

—ke(ez +d) " F ( clord " @

) (et ) (ex + )2 e (az+b> _dF

¢>@z+dy*—%W<aZ+b)::p%zy_ZwéflaDF@y

Combined with (13), we get

((OkF)|kr27)(2) = (cz +d)~* 72 (F/ (Zi;) - %EQ (Zitfl) F (Z,:—tfl))

, ikc k 6ic
SR QA e L <E2 N 7r(cz+d)) F)
= F(2) B (2)F(:) = (GF)(2)
s0 OpF € My2(T). O

Remark 6.47. More generally, the following theorem holds: if F is a quasimodular form of weight
k and depth s, then Ox_sF is a quasimodular form of weight k + 2 and depth < s of the same level.

We will not prove this here.

Theorem 6.48. We have

E2— E,
By =22 2
2 B (26)
E,E, — E,
E, == 43 6 (27)
EyEg — E2
Ey =2 62 4 (28)

31



Proof. In terms of Serre derivatives, these are equivalent to

1
Fy=—-—F
O Es 152
1
84E4 == —§E6
1
0sFg = —iEi

By Theorem 6.46, all the serre derivatives are, in fact, modular. To be precise, the modularity of 0, Fy
and 0g Eg directly follows from Theorem 6.46, and that of 9y E5 follows from (13). Differentiating and

squaring then gives us the following:

) 3c?
Bl — B ic oo
2ley 27 nlez+d) 7 w2(cz+d)?
12ic 36¢2
E3lay = E3 - E (29)

m(cz+d) ° 7w2(cz+d)?

Hence, (26)—15(29) is a modular form of weight 4. By Corollary 6.30, they should be multiples of
Ey4, Eg, E2, and the proportionality constants can be determined by observing the constant terms of

g-expansions. O

Corollary 6.49.
A = EA. (30)

Proof. By Ramanujan’s formula (27) and (28),

N SEREL - 2BeBy 1 (ype BsBi-Bo o FaBo— B\ Ba(ER-EY) o
1728 1728 \"74 3 2 1728 '
O
Similar argument allow us to compute (Serre) derivatives of Ho, Hs, Hy.
Proposition 6.50. We have
/ 1 2
H; = 6(H2 +2HoH, + E2Hs)
1
Hy = o(H; — Hi + E>Hj)
1
H, = —6(2H2H4 + Hi — E>yHy)
or equivalently,
Lo
0o Hy = E(HQ +2H.H,) (31)
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1

6
1

0o Hy = —6(2HQH4 + H?) (33)

&Hs = —(H3 — H}) (32)

Proof. Equivalences are obvious from the definition of the Serre derivative. Define fs, f3, f4 be the

differences of the left and right hand sides of (31), (32), (33).

1
fo 1= 0.Hs — 6H2(H2 +2H,)

1
fa = 02H3 — 6(H22 — Hj})

1
f4 = (92H4 + 6H4(2H2 + H4).

Then these are a priori modular forms of weight 4 and level I'(2), and our goal is to prove that they
are actually zeros. By Jacobi’s identity (21), we have fo + fs = f3. Also, the transformation rules of

1"[27 Hg,H4 give

fals = —fa
falr = —f2
fals = —f2

falr = f3 = fo + fa.
Now, define

g:= (2Hy + Hy) fo + (H2 + 2Hy) f4

hi=f2+ fofs+ f2.

Then one can check that both g and h are invariant under the actions of S and T, hence they are
modular forms of level 1. Also, by analyzing the limit of g and h as z — 900, one can see that g and

h are cusp forms, hence g = h = 0 by (15) and (16). This implies

3Esfs = 3(H3 + HoHy + H)f3 = ((2Hs + H4)? — (2Hs + Hy)(Hs + 2Hy) + (Ha + 2H4)?) f3

= (2Hs + Hi)*(f3 + fofa+ f3) =0

and by considering g-series (F4 has an invertible g-series), we get fo = 0. O
Theorem 6.51. The Serre derivative satisfies the following product rule: for any quasimodular forms

F and G,
aw1+w2 (FG) = (awlF)G + F(aw2G)
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Proof. Tt follows from the definition:

Ous s (FG) = (FGY = 2 1y (FG)
— F'G + FG' — %EQ(FG)

= (F' - G EF) G+ F (¢ - T BG)

= (90, F)G + F(9,,G).

We also have the following useful theorem for proving positivity of quasimodular forms on the imagi-

nary axis, which is [7, Proposition 3.5, Corollary 3.6].

Theorem 6.52. Let F' be a holomorphic quasimodular cusp form with real Fourier coefficients.
Assume that there exists k such that (OpF)(it) > 0 for all t > 0. If the first Fourier coefficient of F
is positive, then F(it) >0 for allt > 0.

Proof. By (30), we have

d [ R ) _ (727T)F’(it)A(it)%—F(it)%Eg(it)A(it)u
dt \ A(it) 1 A(it)s

hence

t—

A(it) Tz
is monotone decreasing. Because of the assumption on the positivity of the first nonzero Fourier

coefficient of F', F(it) > 0 for sufficiently large ¢ since

F = Z anqn = eQﬂnotF(it) = ap, + 672771& Z an6727r(n7n071)t

n>ng n>no+1

and limy_, o, €2™F(it) = a,, > 0, hence the result follows. O
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7 Fourier eigenfunctions with double zeroes at lattice points

In this section we construct two radial Schwartz functions a,b : R® — iR such that

Fla)=a (34)
F(b)=-b (35)

which double zeroes at all Ag-vectors of length greater than /2. Recall that each vector of Ag has
length v/2n for some n € N>(¢. We define a and b so that their values are purely imaginary because this
simplifies some of our computations. We will show in Section 8 that an appropriate linear combination

of functions a and b satisfies conditions (5)—(7).
First, we will define function a. To this end we consider the following functions:

Definition 7.1.

_ B}
4= R
_ E4(E3E4 — Eg)
Ry e—
(EyE4 — Eg)?

b =

The function ¢o(z) is not modular; however, it satisfies the following transformation rules:

Lemma 7.2. We have

do(z+1) = do(z) (36)
®o <—i> = ¢o(2) — 1721 %¢—2(2) - % Ziz ¢-a(2). (37)

Proof. (36) easily follows from periodicity of Eisenstein series and A(z). For (37),

¢0< 1) _ (B2(=1/2)Es(=1/z) — Eg(—1/2))?

z A(=1/z)
_ ((22B5(2) — 6iz/7) - 22 Ey(2) — 28 Eg(2))?
212A(2)
_ (B2(2)Ea(2) — B (2) - 5L, (2))?
A(z)
_ (B2(2)Ea(2) — Bo(2))* — 2 (B2(2)Ba(2) — Bo(2))Ba(2) — 3% Ba(2)”
- A(z)
= 60(2) ~ o b2(z) — 3 36-a(2).
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Definition 7.3. For x € R® we define

a(x) := / qSo(Z;ll) (z +1)? emillel*z gy 4 j¢0(z—11) (z—1)? emillzl*z g, (38)
21

1

7 1 ‘ 100 .
—2/%(—) 22 6””””“22dz+2/¢0(z) emillzl*z g,
z
0 7

We observe that the contour integrals in (38) converge absolutely and uniformly for x € R®. Indeed,
¢o(2) = O(e72™2) as I(z) — oo. Therefore, a(x) is well defined. Now we prove that a satisfies

condition (34). The following lemma will be used to prove Schwartzness of a and b.

Lemma 7.4. Let f(z) be a holomorphic function with a Fourier expansion

fz) =) ep(n)em™*

n>ngo

with cp(ng) # 0. Assume that cy(n) has a polynomial growth, i.e. |cy(n)| = O(nk) for some k € N.
Then there exists a constant Cy > 0 such that

< Cfe—ﬂ-(ng—Q)%z

‘ f(2)
A(z)

for all z with Iz > 1/2.

Note that the assumption on the polynomial growth holds when f is a holomorphic
modular form, where the proof can be found in [11, p. 94] for the case of level 1 modular
forms. But we just add this for simplicity, and we can prove it for “specific” f such as

Eisenstein series, theta functions, and their combinations.

Proof. By the product formula (?7),

f(Z) B ZnZno Cf (n)e'frinz
A(Z) eQﬂ'iz HnZl(l _ e?ﬂ'inz)24
_ |eﬂ'i(no—2)z| . | ETLZHO i (n)em'(n—no)z|
Hn>1 |]_ _ 627rinz|24
< e*7r(n072)%z . ZnZno |Cf(n)|€7ﬂ(nin0)§z
— Hn>1(1 _ 6727rngz)24
< grlno=25s  Lnzng lop (@) T2

- HnZl(l _ e—ﬂ'n)24

— Cf . 6777(71072)3,5
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where
ZnZnO |Cf(n)|e_ﬂ(n_n0)/2
HnZl(l _ e—ﬂn)24

Note that the summation in the numerator converges absolutely because of polynomial growth. The

Cr =

denominator also converges, which is simiply e™ - A(i/2). O
As corollaries, we have the following bound for ¢g, ¢_2, and ¢_4.
Corollary 7.5. There exists a constant Cy > 0 such that

[¢o(2)] < Coe™*™3 (39)
for all z with Iz > 1/2.
Proof. By Ramanujan’s formula, ExEy — Eg = 3£} =720, -, nos (n)e2™"* and

(By(2)E4(2) — Eg(2))? = 720%e*™% 4 O(7™%).
Then the result follows from Lemma 7.4 with f(z) = (EaE4 — Eg)? and ng = 4. O
Corollary 7.6. There exists a constant C_g > 0 such that
[9—2(2)] < C—2 (40)

for all z with Sz > 1/2.

Corollary 7.7. There exists a constant C_y > 0 such that
-4 (2)] < C_ye?™>? (41)

for all z with Sz > 1/2.

Note that we can take the constants Cy, C_o, and C'_4 as

00:9'2402@”'%;2))2
C 5. BB
- AG/2)
=e 7. M
N

Proposition 7.8. a(x) is a Schwartz function.
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Proof. We estimate the first summand in the right-hand side of (38). By (39), we have

~1/(i+1)

/ -1 .2 .2
/¢0( ) (Z—|— 1)2 T2 4o | = / ¢O(Z) 2—4 eTir (—1/2-1) dz| <
1 100

z4+1

oo
Ch / em2mt o=/t gy <Cy /6727“ et gt = Cyr Ki(2V27r)
0

1/2

where C7 and Cy are some positive constants and K, (z) is the modified Bessel function of the second
kind defined as in [1, Section 9.6]. This estimate also holds for the second and third summand in (38).

For the last summand we have

o0

/d)g(z) e™E 1 <C /6727# et dt = Cs

1

67T(’l“2+2)
242
Therefore, we arrive at
\[ 677'{'(7‘241’2)

<4Cyr K1(2v2 203 ———
la(r)] < 4Cyr K1 (2V27r) + 2C5 R
It is easy to see that the left hand side of this inequality decays faster then any inverse power of r.

Analogous estimates can be obtained for all derivatives ddT]la(r). O
Proposition 7.9. a(z) satisfies (34).
Proof. We recall that the Fourier transform of a Gaussian function is

F(emilzl*2) () = =4 emillvll® () (42)

Next, we exchange the contour integration with respect to z variable and Fourier transform with
respect to x variable in (38). This can be done, since the corresponding double integral converges

absolutely. In this way we obtain

-~ l -1 —4 _mi|ly||? (= / -1 —4 _mi||y||? (=
@(y)=/¢o(z+l)(z+1)2z 4 emillyl (Z)dz+/¢0(z_l>(z—1)2z 4 milyl® () g,

72/%(;1) 22t emivIP (5 gz 4 2 / do(z) 24 emiIvI® () g,
z

0 i
Now we make a change of variables w = =1. We obtain

~ / 1 -1 wil|y|)? w
i) = [on(1- o) (5 + 02wt
1

38



w

/ 1y, -1 »
# [ o1 g) G 0wt
el
i 0
wil|y||? w —1 2 milly||® w
-2 [ ¢o(w)e dw+2 | ¢ (?) w” e dw.
100 %

Since ¢ is 1-periodic we have

aly) = 1/Z¢O(z__11) (z = 1)2 ™ol 2 g, +_/:¢0<Z_+11

T : [ .
+2/¢o(z) em”y‘lzzdz—2/¢0(7) 22 emillyl® = g,
z
i 0

) (z 4+ 1)? emillvl* = g,

=a(y)-

This finishes the proof of the proposition. O

Next, we check that a has double zeroes at all Ag-lattice points of length greater then /2. Using (39),

(40), and (41), we can control the behavior of ¢y near 0 and ico.

Corollary 7.10. We have

®o (;) =0(e /) ast—0

o

Ot 2e*™) ast — oo.

| .

Proof. The first estimate follows from (39) with z = i/¢. For the second estimate, by (37), (40), and
(41), we have

1 . 12 . 36 . —2nt 12 36 27t —2 27t
o <t>’ < do(it)|+ —lo—2(it)| + 5 51¢-a(it)] < Coe™™ ™ + — - Cogt —g - Coge™ = Ot 7).
O
Proposition 7.11. For r > /2 we can express a(r) in the following form
: 2 /9\2 RANCIR
a(r) = —4sin(wr=/2) /(;50(7) z%e dz. (43)
0

Proof. We denote the right hand side of (43) by d(r). Convergence of the integral for 7 > /2 follows
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from Corollary 7.10. We can write

d(r) = i7_1¢0 (Zj'_ll) (2 +1)? RTSEY 70(% (%1) L2 itz g,
i:+1 ’
- / %(z_—11) (= 1)2em da.

1

From (37) we deduce that if 7 > +/2 then ¢0(_71) 22”2 5 0 as S(z) — oo. Therefore, we can

deform the paths of integration and rewrite

d(r) :/Z¢0(Z_+11) (z+ 1)2 PLUSER + 70%(2;11) (= + 1)2 o2 gy
el /
-9 / ¢0 (%1) 22 e‘ﬂ'irz “dz —2 7O¢0 (;) P eﬂ'i’r2 Z
0 i

+/¢0(Z:11) (z—1)2e™" dz + 7%(2:—11) (z—1)2 ™2 gz,

1

Now from (37) we find

() =202 e e

z+1 2
do(z+ 1) (2 +1)% = 2¢0(2) 2% + oz — 1) (z — 1)2
s+ 1) (24 1) = 260(2) 4 doalz ~ 1) (- )
- % (du(z +1) =20 4(2) + d_a(z — 1)) -
2¢0(2).

Thus, we obtain

d(r) = / ¢0(Z:_11) (z+1)? emir gy — Q/iqﬁo(;l) 22emir 7 gy
el 0

/ -1 - i -
+/¢0(Z71>(Z—1)267”72de+2/¢0(2)6””22d2Za(T)-
1 i
This finishes the proof. O

Finally, we find another convenient integral representation for a and compute values of a(r) at r =0

and r = 2.
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Proposition 7.12. Forr > 0 we have

36 8640 18144
A 2 /9\2
a(r) =4i sin(mwr/2) <7T3 (=2 med T g2 (44)
r ; 40 18144
+/ t2¢o(z) —§62”t+—86 Otf 8 et |
t 72 v 72
0
The integral converges absolutely for all r € R>g.
Proof. Suppose that r > v/2. Then by Proposition 7.11
[ee]
a(r) = 4i sin(wr? /2)? /gbo(i/t) 2 gt
0
From (?7)—(37) we obtain
36 8640 18144
go(i/t)t* = 5 ¥ — ——t+ —— + O(t>e>™) ast — oo. (45)
7r ™ T

For r > /2 we have

oo

36 ,., 8640 18144\ __ ., 36 8640 18144
Sty ——t et dt =
i

T w2 w3 (r2 —2) gt T op3g2r

Therefore, the identity (44) holds for r > /2.

On the other hand, from the definition (38) we see that a(r) is analytic in some neighborhood of
[0,00). The asymptotic expansion (45) implies that the right hand side of (44) is also analytic in some
neighborhood of [0, 00). Hence, the identity (44) holds on the whole interval [0, 00). This finishes the

proof of the proposition. O

From the identity (44) we see that the values a(r) are in iR for all r» € R>o.

Proposition 7.13. We have a(0) = — g5
Proof. These identities follow immediately from the previous proposition. O

Now we construct function b. To this end we consider the function

Definition 7.14.
Hs(z) 4+ Hy(z)

h(z) := 128 TABE

(46)
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It is easy to see that h € M' ,(T'5(2)). Indeed, first we check that h|_»y = h for all v € T'5(2). Since
the group I'g(2) is generated by elements (3 9) and (§ 1) it suffices to check that h is invariant under
their action. This follows immediately from (17)—(19) and (46). Next we analyze the poles of h. It is
known [8, Chapter I Lemma 4.1] that 619 has no zeros in the upper-half plane and hence h has poles

only at the cusps. At the cusp ioco this modular form has the Fourier expansion
h(z) = ¢ ' 4 16 — 132¢ + 640¢> — 2550¢° + O(q?).
Let I =(39), T=(}1),and S= (9 ') be elements of I';.

Definition 7.15. We define the following three functions

¢[ =h — h|_QST (47)
Y i=1pr| 2T
Vs =vr]-2S. (48)

Lemma 7.16. More explicitly, we have

Hg(Z) +H4(Z) H4(Z) —HQ(Z)

=128 128
vr(2) mee T mee
Hj(z) + Hy(z) Hy(z) + Hs(z)
=128 128
vr(e) mer T e
Hy(z) + Hs(z) Hy(z) — Hy(z2)
=128 — 128 49
1/}3(2) H4(Z)2 H3(Z)2 ( )
Lemma 7.17. The Fourier expansions of these functions are
Vr(z) =q 1 4 144 — 5120¢"/% 4 70524¢ — 626688¢°/2 + 4265600¢> + O(¢°/?) (50)
Yr(z) =q ' + 144 + 5120¢"/? + 70524¢ + 626688¢>/2 + 4265600¢> + O(¢*/?)
Ys(z) = —10240¢"/% — 12533764/ — 48328704¢°/% — 1059078144472 + O(¢°/?).
Definition 7.18. For x € R® define
b(z) ::/wT(z) emillzl*z g +/¢T(z) emillzlz g, (51)
-1 1

-2 /wf(z) emilel*z gy — 9 /ws(z) emillel*z gz
0 i
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Now we prove that b is a Schwartz function and satisfies condition (35).

Lemma 7.19. ¢¥g(z) can be written as

H3(2H3 +5H>H, + 5H?
wS(z):_ 2( 2 2A2 4 4). (52)

Proof. Using (49) and (21) gives

Hs + Ho H, - H,
o 128 iE
H3(Hy — Hy) + H; (Ha — Hy)
H3H}
(Ha + H4)*(2H> + Hy) + Hi (H2 + Hy)
H3H}
Hy(2H2Z + 5HyHy + 5H?)
H3H}
H3(2H3 + 5HyHy + 5H?)
H3HIH}
| H3(2H3 + 5HyHy + 5H3)
2 A

g = —128

= —128

= —128

= —128

= —128

Lemma 7.20. There exists a constant Cg > 0 such that
[¥s(2)| < Cse™™ (53)

for all z with Iz > 1/2.

Proof. Proof is similar to that of Lemma 7.5. By Proposition 6.37, 6.38 and 6.39, we can write Fourier

expansion of the numerator of g as

Hy(2)*(2H2(2)? + 5Ha(2) Ha(2) + 5Ha(2)?) = > ane™"*

with a3 = 163 - 5 = 20480 and a,, = O(n*) for some k& > 0. Now the result follows from Lemma

7.4. O

Proposition 7.21. b(z) is a Schwartz function.
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Proof. We have

41

Jorre e de= [ ey i
—1 0

—1/(i+1) X —1/(i+1)
d)z(;) emir?(=1/2=1) =2 g _ / Ws(z) 24 emir?(=1/2=1) .
z

Using (53), we can estimate the first summand in the left-hand side of (51)
/z/JT(z) A < Oy r Ky (27r).
1

We combine this inequality with analogous estimates for the other three summands and obtain

e—rr(r2+1)

‘b(’f‘)| S CQ TK1(27T7') + 03 W

Here C7, C5, and C3 are some positive constants. Similar estimates hold for all derivatives ddirb(r). O
Proposition 7.22. b(z) satisfies (35).

Proof. Here, we repeat the arguments used in the proof of Proposition 7.9. We use identity (42) and

change contour integration in z and Fourier transform in z. Thus we obtain
F()(x) =/¢T(2) 24 emillzlP(ZH) g, + /wT(Z) =4 emillzl*(Z2) g,
) /¢I(Z) 54 ewi\lxl\z(%l) dz — 2 /¢S(2’) 4 ewi|\x|\2(%1) ds.
0 i

We make the change of variables w = _71 and arrive at

%

F(b)(x) :/wT(%) w? emilel® dw+/wT(ZU1) w? emillel?e gy,
21

0

1
h -1 , -1 .
-2 /wl(—) w? ™7 gy — 9 /@[13(—) w? em iz e gy
. w w

i

Now we observe that the definitions (47)—(48) imply

Yr|_2S = — Yy
Yr|—2S =1
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Ps|—28 =1r.

Therefore, we arrive at

F(b)(x) Z/—w:r(z) emillzl*z dz+/_¢T(z) cmillzlz g,

-1

+2 /1/15(2)6“”9””22 dz +2 /1/)1(2') emillel®w gy,
i 0

Now from (51) we see that

Now we regard the radial function b as a function on R>o. We check that b has double roots at

Ag-points.

Lemma 7.23. There exists a constant Cr > 0 such that
[Wr(2)] < Cre?™s*

for all z with Sz > 1/2.

Proof. By (52), (48), (17), and (19),

HZI’(QHE +5H,Hy + 5H22)
vilz) = 2A '

The denominator is not a cusp form (i.e. has a nonzero constant term), hence Lemma 7.4 concludes

the proof with ng = 0. O

Corollary 7.24. We have

Yr(it) = O(t%e™?) ast —0 (54)

Yr(it) = O(e®™)  ast — oo. (55)

Proof. By (48), we have .
Gr(it) = (it) s <1> — % (i) :

1t

and combined with (53) we get (54). (55) follows from Lemma 7.23. O
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Proposition 7.25. For r > /2 function b(r) can be expressed as

b(r) = —4sin(nr?/2)? / Yr(z) €™ . (56)
0

Proof. We denote the right hand side of (56) by ¢(r). By Corollary 7.24, the integral in (56) converges
for > /2. Then we rewrite it in the following way:

i00—1

10041

C(T) = / wl(z + 1) e‘n’ir’é’z dz — 2 / w[(z) eﬂ'i/rzz dz + / ¢1(z _ 1) e‘n’ir22 ds.
0

-1 1

From the Fourier expansion (50) we know that ¢;(2) = e 2% + O(1) as J(z) — oco. By assumption

r2 > 2, hence we can deform the path of integration and write

100—1

/ wj(z+1)e”iT2zdz:/wT(z)e”T2zdz+/wT(z) e 2 dy
1 i

—1
100+1

/ Yr(z — 1)e7r"2zdz :/wT(z) e E dy 4 /z/JT(z) e dz
1 i

1
We have

i

e(r) = / r(z) PLLE P + /1/JT(Z) P D) / ¥r(z) PLLE (57)
1 0

—1

100

+2 / (Wr(2) — $1(2)) €7 de.

%

Next, we check that the functions 7, ¥, and g satisfy the following identity:

Yr + s = Y1 (58)

Indeed, from definitions (47)-(48) we get

Yr + s =(h — h|2ST)| 2T + (h — h| 2ST)| 28

=h|_oT — h|_2ST? + h|_2S — h|_5STS.

Note that ST2S belongs to I'g(2). Thus, since h € M' ,1'o(2) we get

Y1 + s = h|2T — h|_2STS.
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Now we observe that T and ST'S(ST)~! are also in I'g(2). Therefore,

Y1 + hs = h|_oT — h|_2ST'S = h|_5 — h|ST = ;.

Combining (57) and (58) we find

% 7

(r) = / Yr(2) PLLE + /z/JT(z) €™ Ay — 2 / Yr(z) PLLE
21

1 0
_2/w5(2)677iT22d2
i

=b(r).

At the end of this section we find another integral representation of b(r) for r € R>g and compute

special values of b.

Proposition 7.26. For r > 0 we have

144 7
b(r) = 4i sin(rr?/2)* | — + / (r(it) — 144 — ™) e ™"t dt | . (59)
Tr
0

The integral converges absolutely for all v € R>g.

Proof. The proof is analogous to the proof of Proposition 7.12. First, suppose that r > 1/2. Then by
Proposition 7.25

b(r) = 4i sin(rr2/2)2 / Wr(it) e ™t dt.
0

From (50) we obtain
Yr(it) = e*™ + 144 + O(e™™) ast — oo. (60)

For r > v/2 we have

2mt 77rr2t 1 144
144) dt = ———= + —.
/ * m(r2—2) wr?
0
Therefore, the identity (59) holds for r > /2.

On the other hand, from the definition (51) we see that b(r) is analytic in some neighborhood of
[0, 00). The asymptotic expansion (60) implies that the right hand side of (59) is also analytic in some
neighborhood of [0, 00). Hence, the identity (59) holds on the whole interval [0, 00). This finishes the
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proof of the proposition. O

We see from (59) that b(r) € iR far all r € R>0. Another immediate corollary of this proposition is

Proposition 7.27. We have b(0) = 0.

8 Proof of Theorem 5.2

Our proof of the Theorem 5.2 relies on the following two inequalities for modular objects.

Proposition 8.1. Consider the function A : (0,00) — C defined as

A(t) == —t2po(i/t) — %w(z‘t).

T2

Then

for all t > 0.

Proposition 8.2. Consider the function B : (0,00) — C defined as

BU) = —1200(i/1) + g (it

Then
B(t)>0 (62)

for allt > 0.

Here we formalize the proof of the inequalities by Lee [7]. First, we can rewrite the inequality in 8.1

as follows.

Definition 8.3. Define two (quasi) modular forms as

F(2) = (E2(2)Ea(2) — Eg(2))?

G(z) = Hy(2)*(2H2(2)? + 5Ha(2) Hy(2) + 5Hy(2)?).

Lemma 8.4. We have
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Proof. (63) is clear. (64) is already shown in Lemma 7.19. O

Lemma 8.5. Inequality (61) and (62) are equivalent to

F(it) + i—gG(it) >0 (65)

1
F(it) — izG(it) >0 (66)
™
respectively.

Proof. By (48),
. . . 1 j
1) = (wsl-28)i0) = (020s (-3 ) = s (7).
Combined with Lemma 8.4 we can rewrite (61) as

= () 2 ) <o 5 250

for ¢ > 0, which is equivalent to (65) by Corollary 6.25. Equivalences of (62) and (66) follows similarly;
just change the sign. O

Now, the first inequality (65) follows from the positivity of each F(it) and G(it).

Lemma 8.6. For allt > 0, we have F(it) > 0 and G(it) > 0.

Proof. By Ramanujan’s identity (27), we have F(z) = 9F/(2)? and

F(it) = 9E}(it)> = 9 { 240 Y " nos(n)e >™" | > 0.

n>1
G(it) > 0 follows from positivity of Ha(it) and Hy(it) (Lemma 6.42). O
Corollary 8.7. (65) holds.
Proof. This directly follows from Lemma 8.6. O

To prove the second inequality (66), we need some identities satisfied by F and G.

Lemma 8.8. F and G satisfy the following differential equations:

5
D200 F — CEiF = T200A(-E}) (67)
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012010G — %E4G = —640AH, (68)

Proof. Both can be shown by direct computations. By Ramanujan’s identities (Theorem 6.48) and

the product rule of Serre derivatives (Theorem 6.51), we have

5
O5(EyEy — Eg) = (E2Ey — Eg)' — EEz(E2E4 — F)

FE? - E, FyEy—Es E)Es—E7 5
=2 "2 . FE,+E,- — — —Ey(EyE, - E
12 a5 3 2 1 Pa(BeBy — Eo)
5
= ——(FyEs — E3
15 (E2B6 — E4)
7
07(EyEg — E3) = (EyFEg — E3) — EEQ(EQE6 — E%)
FE? - E, EyEg — F? E2Ey—Es 7 )
=2 2 Fs+ By =21 _9F, - =" "2 _Ey)E;Es—E
12 6+ F2 2 * 3 1o Pa(E2 o — Ei)
7

12 4( 2444 6)
and uSlIlg these we can Compute

O10F = 010(EyEy — Eg)?
= 2(EyEy — Fg)05(E2Ey — Ep)
= (BB~ B (BaEs — ).
8m8uﬂ7::fgam(uhﬁhng%XEbﬁkg—EhD

:*%M@&—&M&&fﬁ)5wﬂrﬂﬂw%%*&ﬂ

6
25 35
= E(EzEe‘) - E})* + 5E4(E2E4 — Eg)?,
5 25 35 5
Or2010F = GEuF = =0 (BaFg — E})? + o Ea(B2Ey — Eg)? — G Ea(Ba By — Eg)?
25
= 5((E2E6 — E3)? — E4(FyEy — Eg)?)
25
= =5 (ZE3 B} + E3E + Ej — EyF)
25
= —E(EZ’ — E§)(Ef — E)
_7o00. FiZEE B3+

1728 12
= T200A(—E})

which proves (67). Similarly, (68) can be proved using Proposition 6.50 and Lemma 6.41. O

Corollary 8.9. (67) (resp. (68)) is positive (resp. negative) on the (positive) imaginary axis.
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Proof. From (11) and Lemma 6.25,

7200(—E4(it))A(it) = 7200 - 24 | Y noy(n)e > | - A(it) > 0.
n>1
Negativity of (68), i.e. —640A(it)H2(it) < 0 follows from Corollary 6.42 and 6.25. O

The second inequality (66) follows from the following two observations. Since G(it) > 0 for all ¢ > 0,

we can define the quotient

F(it
Q)= GEit;
as a function on (0, 00).
Lemma 8.10. We have s
tlg(% Q) = w2
Proof. We have - -
it i/t
Jm Q) = lim GEit; = ng';t;'

By using the transformation laws of Eisenstein series (12), (9) (for & = 4, 6) and the thetanull functions,

(17), (19), we get

F (;) = t12F(it) — 12
i

G (t> = t'0H,(it)3(2H 4 (it)* + 5Hy(it) Hy(it) + 5Ho(it)?).

tll t].O

(Eq(it) E4(it) — Eg(it)) E4(it) + 3;

By (it)?,

Since F, E3E4 — Eg and Hj are cusp forms, we have lim;_,, t*A(it) = 0 when A(z) is one of these

forms and k > 0. From lim; o, F4(it) = 1 = lim;_, o, Ha(it), we get

FGi/t) . t2F(it) — 2 (By(it)Ea(it) — Bo(it)) Ea(it) + 295" By(it)?
500 G(ift) 00 10, (it)3(2H4(it)2 + 5Hy(it) Ha(it) + 5Ha (it)2)
t2F(it) — 128 (Ey(it) Ey(it) — Eg(it)) Ea(it) + 3$ By (it)?

T oo Hy(it)3(2H4(it)? + 5H4 (it) Ha(it) + 5Ha(it)?)

Proposition 8.11. The function t — Q(t) is monotone decreasing.
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Proof. Tt is enough to show that

<0

d ( F(it) FIit)G(it) — P(it)G'(it)
& <G(it)> <0 (=2m) Gt

& F'(it)G(it) — F(it)G'(it) > 0

= (810F)(Zt)G(’Lt) — F(Zt)(@wG)(lt) > 0.
Let L1, := (010F)G — F(010G). Then its Fourier expansion starts with

9
2

L1, = 5308416000¢% + O(q?)

and its Serre derivative 022L; o is positive by Corollary 8.9:
822[/170 = (812810F)G — F(812810G) = A(?QOO(—EQ)G + 640H2F) > 0.
Hence L1 o(it) > 0 by Theorem 6.52, and the monotonicity follows. O

Corollary 8.12. (66) holds.

Proof.

and by Lemma 8.6, (66) follows. O

Finally, we are ready to prove Theorem 5.2.

Theorem 8.13. The function
T )

9(®) = 560%™+ 3507

b(x)

satisfies conditions (5)—(7).

Proof. First, we prove that (5) holds. By Propositions 7.11 and 7.25 we know that for r > /2

g(r) = 217T60 sin(7r?/2)? /A(t) et gt (69)
0

where

A(t) = —t2¢o(i/t) — % Vr(it).

from the Proposition 8.1 we know that A(t) <0 fort € (0,00). Therefore identity (69) implies (5).
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Next, we prove (6). By Propositions 7.12 and 7.26 we know that for r > 0

g(r)

[oe]
. ™ 2 2 2 —mrlt
= 2760 sin(7r®/2) /B(t)e dt
0

where

B(t) = —t?¢o(i/t) + % Yy (it).

Finally, the property (7) readily follows from Proposition 7.13 and Proposition 7.27. This finishes the

proof of Theorems 8.13 and 5.2. O
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